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ABSTRACT

In travel choice models, variables describing alternative attributes such as travel time can be inherently stochastic due to variability in travel conditions. Such variability in stochastic variables is different from unobserved heterogeneity in travellers’ response to those variables. Specifying only one of these as random while keeping the other fixed can potentially result in biased parameter estimates, inferior goodness-of-fit, and distorted information for policy and welfare analyses. Simultaneous identification of these two separate sources of variability is important for understanding travel behaviour in complex environments characterized by variable travel conditions. Therefore, in this study, we propose an integrated choice and stochastic variable modelling framework with random coefficients (i.e., an ICSV-RC framework) that allows the analyst to simultaneously accommodate stochasticity in explanatory variables and random coefficients on such variables. In addition, we show that ignoring either source of stochasticity – stochasticity in alternative attributes or unobserved heterogeneity in response to the attributes – results in models with inferior goodness-of-fit and a systematic bias toward zero in all parameter estimates. We demonstrate this using simulation experiments for two different travel choice settings, one involving labelled mode choice alternatives and the other involving unlabelled route choice alternatives. In addition, we present an empirical analysis in the context of route choice of trucks to highlight the importance of accommodating both sources of variability – stochasticity in travel times and random heterogeneity in response to travel times.
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1 INTRODUCTION

In random utility maximization (RUM)-based travel choice models, it is common to assume that exogenous variables entering the utility functions are deterministic. In many situations, however, it may be more appropriate to specify the exogenous variables entering the utility functions as stochastic. This is due to at least three reasons: (1) inherent stochasticity in the variables, (2) analyst’s errors in measuring the true value of the variables, and (3) travellers’ perceptions of the values of the variables (that may be different from the measurements that the analyst may possess).

Each of these sources of stochastic variability is briefly discussed next in the specific context of travel time, which is a level-of-service variable used in travel choice models such as those for mode choice, route choice, and departure time choice.

The first reason for travel time stochasticity may be attributed to day-to-day and intra-day variability in travel conditions on the network (Chen et al., 2011; Srinivasan et al., 2014; Biswas et al., 2019). The resulting travel time distribution has been studied extensively in the existing literature (Rakha et al., 2006; Srinivasan et al., 2014; Polus, 1979; Al-Deek and Emam, 2006; Taylor, 2012; Aron et al., 2014; Guo et al., 2012; Zang et al., 2018, etc.). The second reason for travel time stochasticity may be attributed to measurement errors by the analyst (Bhatta and Larsen, 2011; Ortúzar and Ivelic, 1987; Train, 1978). Such errors may arise due to: (a) the use of spatially aggregate (zone-to-zone) measures of level-of-service attributes instead of disaggregate (point-to-point) measurements, and (b) calculating travel times based on free flow speed assumptions instead of measuring actual travel times or speeds. The third reason for travel time stochasticity may originate from travellers perceiving travel times to be different from what may be objective travel times and the errors in travellers’ perceptions (Daly and Ortúzar, 1990).

As discussed in Diaz et al. (2015) and Ortúzar and Willumsen (2011), ignoring any of the above-mentioned sources of stochasticity, if present, will, in general, lead to biased parameter estimates and distorted marginal rates of substitution (e.g., willingness to pay) during estimation. Important to note also is that some or all of the above-discussed stochasticity sources, while invoked in the specific context of travel time, can also apply to several other exogenous variables used in travel choice models. For example, crowding levels in transit modes can be stochastic in mode choice settings because of day-to-day variability and measurement errors. Travel costs perceived by travellers may be different from the actual costs they pay due to the different time
scales in which the different costs occur (e.g., fuel costs are paid regularly, whereas maintenance and insurance costs are paid once in a few months or a year).

Among the approaches used to accommodate stochasticity in variables in discrete choice models is the classic errors-in-variables (EIV) approach widely used in regression models (Carroll and Spiegelman, 1984; Stefansky and Carroll, 1985; Durbin, 1954; Gleser, 1981, etc.). Some choice modelling studies have adopted the EIV method through Rubin’s multiple imputation (Rubin, 1987) for cases when data on exogenous variables are missing or unknown beyond certain interval bounds, such as for travel time (Steinmetz and Brownstone, 2005). Alternatively, studies such as Conniffe and O’Neil (2008) propose analytic expressions for estimators in the presence of missing data. Diaz et al. (2015) use the mixed logit approach to specify errors in variables as additional error components in the utility functions, while keeping the coefficients on those variables as deterministic. A second method is the Integrated Choice and Latent Variable (ICLV) modelling approach (Ben Akiva et al., 2002; Alvarez-Daziano and Bolduc, 2013; Bhat and Dubey, 2014; Vij and Walker, 2016). As the name suggests, this approach allows the explanatory variables in a choice model as latent and stochastic. Doing so helps in recognizing measurement errors in variables (Walker et al., 2010), perception errors by individuals (Varotto et al., 2017), and even missing data (Sanko et al., 2014). Recently, Biswas et al. (2019) demonstrated the use of this approach to accommodate inherent stochasticity (due to day-to-day variability) in the travel time variables used in choice models.

In a separate and rather large stream of literature, unobserved taste heterogeneity of individuals (that is, variations in the sensitivity to exogenous variables due to unobserved factors) has been modelled in a multitude of choice contexts. These studies specify random coefficients on alternative attributes through frameworks such as the mixed multinomial logit (Bhat, 2001; Bhat, 2003; Hensher and Greene, 2003; Greene and Hensher, 2003; Batley et al., 2004; Hess and Polak, 2005; Mc Fadden and Train, 2000; Revelt and Train, 1998; Brownstone et al., 2000; Swait, 2022) and the mixed multinomial probit (Bhat, 2011; Bhat and Sidharthan, 2012; Patil et al., 2017; Dubey et al., 2022). Regardless of the approach used to accommodate unobserved heterogeneity in response to exogenous variables, this stream of literature does not consider stochasticity in the exogenous variables themselves. In fact, to the best of our knowledge, no study has attempted to simultaneously recognize and disentangle the two sources of variability – stochasticity in explanatory variables and unobserved heterogeneity in response to those variables. This is because
typical mixed logit/probit and ICLV model formulations do not allow the simultaneous estimability or identifiability of both sources of variability.

The objective of the current research is to formulate a choice modelling framework that allows the analyst to simultaneously accommodate stochasticity in explanatory variables and random coefficients on such variables. In addition, the study aims at applying the proposed framework to disentangle travel time variability from unobserved heterogeneity in response to travel time in travel choice models. To this end, we formulate an integrated choice and stochastic variable (ICSV) modelling framework with random coefficients (RC) in its choice model.\(^1\) We show that the proposed ICSV-RC framework allows the simultaneous identification of stochasticity in travel time as well as random heterogeneity in response to travel time – due to its ability to bring together two (or more) different data sources such as travel time measurements and traveller choices. In addition, we show that ignoring either source of stochasticity – variability in travel time or heterogeneity in response to travel time – results in models with inferior fit to data and a systematic bias toward zero in all parameter estimates. Using simulation experiments, we demonstrate this in two distinct choice settings – one involving labelled mode choice alternatives and the other involving unlabelled route choice alternatives.

While our proposed formulation is generic and applicable to any choice context, the empirical application in this study pertains to truck route choice and travel time measurements derived from a large truck-GPS dataset in Florida. Using this empirical data, we demonstrate the applicability of the ICSV-RC framework for simultaneously identifying variability in travel time and a random coefficient on travel time. We then compare the proposed model with simpler versions of it – one without random coefficients and one without variability in travel time – to highlight the importance of accounting for both sources of variability.

\(^1\) In the field of choice modelling, the incorporation of latent psychological constructs such as attitudes and perceptions as explanatory variables within the random utility maximization framework assumes the form of a hybrid model that is typically referred to as the Integrated Choice and Latent Variable (ICLV) model (for further reading, one may refer to Ben-Akiva et al. (2002), Bhat and Dubey (2014), Alvarez-Daziano and Bolduc (2013) and Vij and Walker (2016)). In the ICLV framework, stochastic variables are typically used to represent latent psychological constructs such as attitudes and perceptions of the individuals making choices. In this paper, we use the more general label of Integrated Choice and “Stochastic” variable (ICSV) framework to recognize that individual latent attitudes/perceptions are but only one form of a stochastic variable within an integrated choice context; the stochasticity in the variable can also derive from inherent variability or measurement error or other sources.
The rest of this paper is structured as follows. Section 2 discusses the proposed ICSV-RC modelling framework in the context of an integrated model of traveller choice and stochastic travel time. Section 3 discusses the reason for bias in parameter estimates (and the direction of bias) in models that do not incorporate variability in stochastic variables. Section 4 presents simulation experiments. Section 5 presents the empirical results and findings in the context of truck route choice in Florida, USA. Section 6 concludes the study and identifies directions for future research.

2 MODEL FRAMEWORK

2.1. Model Formulation

The proposed ICSV-RC framework is formulated to jointly model the distribution of travel time for the choice alternatives available to the traveller and the traveller’s choice in a setting characterized by stochastic travel times. Simultaneous to the estimation of the travel time distributions, the stochastic travel time variable is used as an explanatory variable in a mixed multinomial logit-based model of traveller choice (route choice or mode choice) with a random coefficient specified on it. Note that the distributional forms of both travel time and its coefficient are assumed to be known a priori, but the parameters of those distributions must be estimated.

Here, we present the notational preliminaries for the proposed model. Denote \( J = \{1, 2, ..., i, ..., j, ..., J\} \) as the set of all alternatives available to a traveller, where \( J \) is the total number of alternatives available to a traveller. In a route-choice setting \( J \) represents route alternatives, and, in a mode-choice setting \( J \) represents travel mode alternatives. For each such alternative \( i \), we define a set of travel time measurements, \( M_i = \{OTT_{i1}, OTT_{i2}, ..., OTT_{im}, ..., OTT_{im_m}\} \), where \( OTT_{im} \) is the \( m^{th} \) measurement (or observation) of travel time associated with alternative \( i \). The number of measurements \( |M_i| \) may vary across alternatives, while some alternatives may not have any measurements available. Further, define \( y_i \) as an indicator whether alternative \( i \) was chosen by the individual (or by the trip); \( y_i \) assumes the value 1 if the alternative \( i \) is chosen and is zero otherwise. Note that we suppress the index for the decision-maker (or traveller) for ease in developing the notation for the structural and measurement equations of the proposed framework.

---

2 We refer to route choice of trips and mode choice of an individual by the common term traveller’s choice. Such terminology is adopted to view the framework as a tool relevant to a broad range of choice settings. Further, in the same vein, the decision-maker is referred to as the traveller.
2.1.1 Structural equations for the ICSV-RC model

Define the utility \((U_i)\) associated with choosing an alternative \(i\) as:

\[
U_i = \gamma_{TT^*} TT_i^* + \theta' x_i + \epsilon_i
\]  

(1)

In the above equation, \(TT_i^*\) is the stochastic travel time variable for alternative \(i\) and \(\gamma_{TT^*}\) is its coefficient (which is specified as a random parameter). In the current study, we assume \(\gamma_{TT^*} = \mu_{\gamma_{TT^*}} + \sigma_{\gamma_{TT^*}} z\); \(z \sim N(0,1)\), albeit one can explore several other distributions such as lognormal or truncated normal. Further, \(x_i\) is a \(Wx1\) vector of other, deterministic attributes of alternative \(i\) and \(\theta\) is the corresponding \(Wx1\) vector of coefficients (some or all of which may be assumed as random parameters, as in the case of typical mixed multinomial choice models); and \(\epsilon_i\) is a standard Gumbel distributed error term assumed to be independent and identically distributed (IID) across all choice alternatives and travellers\(^3\).

Note that the stochastic travel time variable \((TT_i^*)\) can be specified using different functional forms depending on the model setup. The simplest approach is to assume that travel time for any trip follows an \(a\ pri\ori\) distribution with the same parameters. For example, Walker \textit{et al.} (2010) represent mode-specific travel times in a mode choice model using a normal distribution whose parameters are estimated using available measurements of travel times. A second approach is to specify the mode-specific travel time distribution as a function of mode-specific inverse speed (i.e., the time it takes to travel unit distance) and travel distance. That is, for a mode \(i\), the travel time distribution may be expressed as below:

\[
TT_i^* = \theta_i d_i
\]  

(2)

In the above equation, \(\theta_i\) can be interpreted as the inverse speed of mode \(i\), where \(d_i\) denotes the travel distance on mode \(i\) between the origin and destination of the trip. Here, \(\theta_i\) may be considered random to allow variability in inverse speeds (and travel times) for mode \(i\).

A third approach, applicable in route choice models, is to represent the travel time distribution using a structural equation that specifies route-level travel time as a function of the

\(^3\) Besides other exogenous variables in \(x_i\) although not discussed in Equation (1), the empirical specification in route choice models typically includes error components to capture inter-route correlations (Frejinger and Bierlaire, 2007). While we do not expand the model specification here to include the error components (for simplicity in the notation), we do include error components in both our simulation experiments and the empirical application for route choice.
underlying route structure, as in Equation (3). Doing so helps capture stochasticity due to variability in travel conditions (and allocating variability to different elements) on the network.

\[
TT_i^* = \sum_{l=1}^{L} \beta_l d_{il} + \sum_{q=1}^{Q} \gamma_q n_{iq}
\]  

(3)

Here, \(d_{il}\) denotes the length of roadway links of type \(l\) on route \(i\) (length of interstates, length of arterials, length of local roads, etc.), \(n_{iq}\) denotes the number of nodes of type \(q\) on route \(i\) (no. of left turns, no. of right turns, etc.) and \(L\) and \(Q\) denote the total number of roadway link types and stop types, respectively. Further, \(\beta_l\) is the coefficient on \(d_{il}\), which may be interpreted as the inverse speed on roadway link of type \(l\) (i.e., the time it takes to traverse unit length of a roadway of type \(l\)) on route \(i\). \(\gamma_q\) is the coefficient on \(n_{iq}\), which may be interpreted as the time it takes a vehicle to cross a node of type \(q\). \(\gamma_q\) is considered random to allow for variability in node-crossing times. The random coefficients \(\beta_l(l = 1, \ldots, L)\) and \(\gamma_q(q = 1, \ldots, Q)\) help capture variability in \(TT_i^*\) due to variability in travel conditions. In vector form, the structural equation for \(TT_i^*\) may be written as:

\[
TT_i^* = B' D_i + T' N_i
\]  

(4)

where, \(D_i = [d_{i1}, d_{i2}, \ldots, d_{iL}]'\) is the vector of lengths of roadway links of each of \(L\) types on route \(i\) and \(N_i = [n_{i1}, n_{i2}, \ldots, n_{iQ}]'\) is the vector of number of nodes of each of \(Q\) types.

### 2.1.2 Measurement equations for the ICSV-RC model

Equation (1) for the multinomial choice model involves both the stochastic travel time variable \((TT_i^*)\) and its coefficient \((\gamma_{TT^*})\), which is also random. This necessitates two separate sources of data to identify each of these distributions through the proposed integrated model. The measurements used to identify taste heterogeneity of travellers (i.e., the distribution of \(\gamma_{TT^*}\)) are the observed choices \((y_i)\) for each trip in a route choice setting or of each individual in a mode choice setting. Invoking the utility maximization theory, the measurement equation for the observed choices can be written as:

\[
y_i = 1, \text{ if } U_i > U_j \forall j \in J, j \neq i \]

\[
y_i = 0, \text{ otherwise}
\]  

(5)
The measurements used to identify travel time variability (that is, the distribution of the random parameters specified in Equation (2) or Equation (3) for $TT_i^*$) are the observed travel times ($OTT_{im}$) obtained from GPS data or other such data sources. Specifically, the travel time measurements ($OTT_{im}$) may be specified as realizations from the stochastic travel time function ($TT_i^*$) along with an additive noise term to represent measurement errors, as below:

$$OTT_{im} = TT_i^* + \xi_{im}, \forall m \in M_i$$  \hspace{1cm} (6)

Here, $\xi_{im}$ is a noise term capturing the measurement error in $OTT_{im}$ and assumed to be normally distributed, $\xi_{im} \sim N(0, \rho)$, with variance $\rho$ to be estimated.

As discussed in Biswas et al. (2019), the stochastic travel time function in Equation (2), identified due to available travel time measurements for some observations in the data, can be simultaneously used to impute the travel time distribution for observations without travel time measurements. Doing so helps in utilizing partial measurement data, where travel time measurements may not be available for all observations or choice alternatives, for estimating the proposed integrated model.

2.2. Model System Estimation

Equation (1) along with the equation for the travel time function (Equation (2) or (4), depending on the functional form of the stochastic variable under consideration), and Equations (5) and (6) are brought together into an ICSV-RC framework for deriving the joint likelihood of travel time measurements and traveller choices in the observed data. Furthermore, distributional assumptions are made on the stochastic components of the formulation to derive the likelihood function for estimating model parameters.

In the ICSV-RC model, let $\Theta = \{\mu_{TT^*}, \sigma_{TT^*}, \theta, \text{Vech}(B), \text{Vech}(\Gamma), \rho\}$ denote the full set of parameters to be estimated in the integrated model system, where $\text{Vech} (.)$ is an operator used to represent the vector of the parameters inside the parentheses. For later use, define $\bar{\Theta} = \{\text{Vech}(B), \text{Vech}(\Gamma), \rho\}$ and $\bar{\Theta} = \{\mu_{TT^*}, \sigma_{TT^*}, \theta, \text{Vech}(B), \text{Vech}(\Gamma)\}$. Let $D = [D_1', D_2', \ldots, D_J']'$, $N = [N_1', N_2', \ldots, N_J']'$, and $X = [x_1, x_2, \ldots, x_J]'$; and let $TT^* = [TT_1^*, TT_2^*, \ldots, TT_J^*]'$ be the $J \times 1$ vector of stochastic travel times for all alternatives in the choice set. Next, recall that $M_i$ is a vector of all travel time measurements for alternative $i$. Let $OTT$ be a vector that stacks the $M_i'$ vectors of all $J$ alternatives into a column vector of size $[\sum_{i=1}^J |M_i|] \times 1$. Next, to define the probability density of
the stochastic components, let $f_{jm}(.)$ be the PDF of $OTT_{jm}$ given $TT_j^*$, let $g_j(.)$ be the PDF of $TT_j^*$, and let $h(.)$ be the PDF of $\gamma_{TT^*}$.

2.2.1 The ICSV-RC model

For the proposed model with a random coefficient specified on the stochastic travel time variable in the choice utility function, the likelihood that the $i^{th}$ alternative is chosen along with the available observed measurements of route-level travel time is given by:

$$P(y_i=1, OTT | D, N, X, \Theta) =$$

$$\int \int \frac{\exp(y_{TT^*} TT_i^* + \theta' x_i)}{\sum_j \exp(y_{TT^*} TT_j^* + \theta' x_j)} \prod_{j=1}^{M_i} f_{jm}(OTT_{jm}|TT_j^*, D, N, \tilde{\Theta}) \prod_{j=1}^{j} g_j(TT_j^*|D, N, \bar{\Theta}) h(\gamma_{TT^*}) dTT^* d\gamma_{TT^*}$$

(7)

The dimensionality of integration in the above equation is the sum of the number of unique random parameters in $U_i$ (except the IID Gumbel error terms). This includes the number of random coefficients in $TT_j^*$, one random coefficient for $\gamma_{TT^*}$, and any random coefficients for error components, etc. One can use the maximum simulated likelihood method to optimize the above likelihood function and estimate the parameters of the proposed model.

For observations without any measurements of travel time, Equation (7) becomes:

$$P(y_i=1 | D, N, X, \Theta) =$$

$$\int \int \frac{\exp(y_{TT^*} TT_i^* + \theta' x_i)}{\sum_j \exp(y_{TT^*} TT_j^* + \theta' x_j)} \prod_{j=1}^{j} g_j(TT_j^*|D, N, \bar{\Theta}) h(\gamma_{TT^*}) dTT^* d\gamma_{TT^*}$$

(8)

In this context, the travel time measurement data in Equation (7) helps estimate the parameters describing the distribution of $TT^*$. These parameters are, in turn, used simultaneously in Equation (8) to inform or impute the stochastic travel time function for observations without travel time measurements. The same happens in Equation (7) as well, for observations with travel time measurements for some alternatives and no measurements for other alternatives.
2.2.2 Integrated model with stochastic travel time (ICSV model)

A restricted form of the proposed ICSV-RC model is obtained by specifying the coefficient $\gamma_{TT}$ as fixed (denoted by $\bar{\gamma}_{TT}$ in the current model) instead of random. For this ICSV model, the likelihood expression in Equation (7) reduces to the following:

$$
P(y_i = 1, OTT \mid D, N, X, \Psi) = 
\int_{\gamma_{TT}} \frac{\exp(\gamma_{TT} \cdot \bar{T}_i + \theta' x_i)}{\sum_j \exp(\gamma_{TT} \cdot \bar{T}_j + \theta' x_j)} \prod_{j=1}^J \prod_{m=1}^{M_i} f_j \left(OTT_{jm} \mid TT_j, D, N, \bar{\Psi} \right) \prod_{j=1}^J g_j(TT_j \mid D, N, \bar{\Psi}) \ dTT$$  \hspace{1cm} (9)

In the above expression, the full set of parameters to be estimated is denoted by $\Psi = \{\gamma_{TT}, \theta, Vech(B), Vech(I), \rho\}$, where $\gamma_{TT}$ is the deterministic coefficient on travel time, $\bar{\Psi} = \{Vech(B), Vech(I), \rho\}$, and $\bar{\Psi} = \{m_{\gamma_{TT}}, \theta, Vech(B), Vech(I)\}$. The notation for all other components remains the same as that of the vectors in $\Theta$ used in the ICSV-RC formulation.

2.2.3 Mixed logit model with expected travel time and random coefficient on travel time (ML-RC)

This model (ML-RC) involves using the expected travel time, $E(TT_i)$, obtained from the parameter estimates of the stochastic travel time function (instead of using the entire stochastic distribution for travel time) in the choice utility function. The coefficient $\gamma_{TT}$ is assumed to be random to capture traveller taste heterogeneity. This specification leads to the standard mixed logit model that is long established in the existing literature. In this case, the likelihood that alternative $i$ is chosen is given by:

$$
P(y_i = 1 \mid D, N, X, \bar{\Theta}) = 
\int_{\gamma_{TT}} \frac{\exp(\gamma_{TT} \cdot E(TT_i) + \theta' x_i)}{\sum_j \exp(\gamma_{TT} \cdot E(TT_j) + \theta' x_j)} h(\gamma_{TT}) \ d\gamma_{TT}$$ \hspace{1cm} (10)

2.2.4 Multinomial logit (MNL) and mixed logit with error components (ML-EC)

Simplifying the above model further by treating the travel time coefficient as deterministic results in the multinomial logit (MNL) model with expected travel time ($E(TT_i)$) as one of the variables in the utility function.

In situations with correlated utility functions, one can also specify a mixed logit model with error components (ML-EC). For example, in route choice settings, error components may be included to consider inter-route correlations due to unobserved factors common to routes sharing
the same major roads (Frejinger and Bierlaire, 2007). Such error components may be included in all the above-discussed model structures.

3 ESTIMATION BIAS DUE TO IGNORING STOCHASTICITY IN VARIABLES

In this section, following the approach by Diaz et al. (2015), we analytically show that in models that ignore stochasticity in explanatory variables (for example, travel time), the estimates of both the mean and standard deviation of the coefficient on such variables would be biased toward zero.

Consider the true model below where the utility associated with alternative \(i\) is given as:

\[
\bar{U}_i = (b + \sigma_b z_b)(\mu_{X_i} + \sigma_{X_i} z_{X_i}) + \epsilon_i \tag{11}
\]

In the above model, the explanatory variable \(X_i = \mu_{X_i} + \sigma_{X_i} z_{X_i}\) is random and assumed to be normally distributed, \(z_{X_i} \sim N(0,1)\). Also, assume that the estimated coefficient on \(X_i\) is normally distributed with mean \(b\) and standard deviation \(\sigma_b\).

Now, assume that the stochasticity in the exogenous variable \(X_i\) is ignored, although it is present in the true model. The ignored variability gets lumped with the stochastic term of the utility function to result in a new stochastic term \(\delta_i\), as below:

\[
\bar{U}_i = b\mu_{X_i} + \sigma_b z_b \mu_{X_i} + b\sigma_{X_i} z_{X_i} + \sigma_b z_b \sigma_{X_i} z_{X_i} + \epsilon_i \\
= b\mu_{X_i} + \sigma_b z_b \mu_{X_i} + \delta_i \tag{12}
\]

where, \(\delta_i = b\sigma_{X_i} z_{X_i} + \sigma_b z_b \sigma_{X_i} z_{X_i} + \epsilon_i\).

In the above utility function, \(\delta_i\) has a standard deviation \(\sigma_\delta = \sqrt{b^2 \sigma_{X_i}^2 + \sigma_b^2 \sigma_{X_i}^2 + \epsilon^2}\). Assuming an IID Gumbel distribution for \(\epsilon_i\), IID across individuals and across alternatives, the estimated parameters for \(b\) and \(\sigma_b\) can be expressed as:

\[
\bar{b} \approx \frac{\pi}{\sqrt{6}} \frac{b}{\sigma_\delta} \quad \text{and} \quad \bar{\sigma}_b \approx \frac{\pi}{\sqrt{6}} \frac{\sigma_b}{\sigma_\delta} \tag{13}
\]

where, \(b\) and \(\sigma_b\) are the true parameters, respectively, and \(\bar{b}\) and \(\bar{\sigma}_b\) are the parameter estimates. This follows from the basic knowledge of RUM-based discrete choice models that the parameter estimates are confounded by the unknown standard deviation of the random utility function.

Next, let’s assume that the stochasticity in exogenous variable \(X_i\) is not ignored. The corresponding utility associated with alternative \(i\) may be written as:
\[ U_i = (b + \sigma_b z_b)(X_i) + \varepsilon_i \]
\[ = bX_i + \sigma_b z_b X_i + \varepsilon_i \]  
(14)

That is, the true model and the estimated model are the same. Since the stochasticity of the exogenous variable \( X_i \) is explicitly recognized (along with that in the coefficient), the remaining random utility component would be left with only \( \varepsilon_i \). Again, assuming an IID Gumbel distribution for \( \varepsilon_i \), the parameter estimates for \( b \) and \( \sigma_b \) can be expressed as:

\[ \hat{b} \cong \frac{\pi}{\sqrt{6}} b \] and \[ \hat{\sigma_b} \cong \frac{\pi}{\sqrt{6}} \sigma_b, \]
(15)

where \( b \) and \( \sigma_b \) are the true parameters, respectively, and \( \hat{b} \) and \( \hat{\sigma_b} \) are the parameter estimates.

Comparing the parameter estimates \( \{ \hat{b}, \hat{\sigma_b} \} \) and \( \{ \tilde{b}, \tilde{\sigma_b} \} \) in Equations (13) and (15), it is easy to see that \( \tilde{b} < \hat{b} \) and \( \tilde{\sigma_b} < \hat{\sigma_b} \) because \( \sigma_\delta > \sigma_\varepsilon \). That is, one can expect the parameter estimates of both the mean and standard deviation of the random coefficient to be biased toward zero when stochasticity in explanatory variables is ignored. For the same reason discussed above, a bias toward zero can be expected for other parameter estimates in linear utility functions.\(^4\)

To be sure, Diaz et al. (2015) discuss that models ignoring stochasticity in explanatory variables would lead to a downward bias in the magnitude of parameter estimates. However, they did not consider random coefficients along with stochastic variables (they considered deterministic coefficients). Therefore, it was not clear that the variability of random coefficients would get underestimated if the stochasticity in explanatory variables is ignored. Further, they do not suggest a way to identify both sources of stochasticity, which this study aims to address.

4 SIMULATION EXPERIMENTS

Simulation experiments were conducted for two distinct choice settings. The first is a travel mode choice context with three labelled alternatives, for which data were generated to reflect travel conditions akin to those in Bengaluru, India. The second context is that of route choice with unlabelled alternatives, for which synthetic data were generated to mimic the empirical dataset we used for the empirical analysis on route choice from Florida, USA. The current section discusses

\(^4\) Note that this trend in bias (toward zero) is similar to the bias one can expect when a random coefficient in the utility function is incorrectly specified as deterministic, which is an established result in the literature (Brownstone et al., 2000; Cherchi and Ortuzar, 2008; Swait and Bernardino, 2000). In sum, ignoring any source of variability in the utility functions of RUM-based choice models can lead to parameter estimates with a bias toward zero.
the simulation design and evaluation results for the mode choice setting, while those for the route choice context are presented in Appendix A.

4.1 Simulation design

The mode choice simulation experiments were conducted using 200 simulated datasets, each dataset with a sample size of 5,000 individuals. Three modes – bus, car, and walk – were considered. Of these, bus and car were assumed to be available for all individuals, while the walk mode was assumed to be available for travel distances of 10 km or less. Two mode-specific attributes were considered in the utility functions: travel time and travel cost, as shown below:

\[ U_b = \beta_{0b} + \gamma_{TT} TT_b^* + \beta_c TC_b + \varepsilon_b \]  
\[ U_c = \gamma_{TT} TT_c + \beta_c TC_c + \varepsilon_c \]  
\[ U_w = \beta_{0w} + \gamma_{TT} TT_w + \varepsilon_w \]

In the above utility functions, travel times of the bus mode (\( TT_b^* \)) were considered stochastic (\( TT_b^* \sim N(\mu_{TT_b^*}, \sigma_{TT_b^*}) \)) while those of other modes (\( TT_c \) and \( TT_w \)) were considered deterministic. To simulate travel times for the bus mode, the equation \( TT_b^* = \theta_b d_b \) was used, where \( \theta_b \) is the inverse speed for the bus mode and \( d_b \) is the trip distance on bus. \( \theta_b \) was assumed to follow a left-truncated normal distribution, whose underlying normal distribution mean is 1.50 min/km (which corresponds to a speed of 40 kmph) and standard deviation (SD) is 0.15. The left-truncation value for \( \theta_b \) is 1.33 min/km (i.e., a maximum bus speed of 45 kmph in the city), which was assumed to be known while the afore-mentioned mean and standard deviation are parameters to be estimated. Trip distance (\( d_b \)) is an exogenous variable representing distances travelled in Bengaluru. \( TC_b \) and \( TC_c \) are travel costs of the bus and car modes, respectively, which were assumed to be deterministic. Data for \( TC_b \) were generated to reflect distance-based bus ticket prices in the city, and data for \( TC_c \) were generated based on fuel price in Bengaluru and average mileage of a hatchback car model. The travel time coefficient (\( \gamma_{TT^*} \)) was assumed to follow a normal distribution with mean -1.00 and standard deviation (SD) 0.19. The travel cost coefficient (\( \beta_c \)) was assumed to be -0.25. Finally, the error terms (\( \varepsilon_b, \varepsilon_c, \varepsilon_w \)) were assumed to be IID standard Gumbel distributed.
Using the above utility functions and the utility maximization principle, 200 mode choice datasets, each comprising 5,000 trips were simulated. For each of the 5,000 trips from each of the 200 datasets, a single measurement of bus travel time (i.e., observed travel time or \( OTT_{im} \), where \( m = 1 \)) was simulated by adding a normal distributed measurement error to the simulated value of \( TT_b^* \). The standard deviation of this measurement error was assumed to be 0.95.

### 4.2 Evaluation and discussion

The above-discussed simulated data of mode choices and observed travel times (\( y_i, OTT_{im} \)) along with the simulated exogenous variables (\( d_b, TC_b, TC_c, TT_c, TT_w \)) were used to estimate the models discussed in Section 2. Parameter recovery across the 200 simulated datasets was examined using the metrics summarized below:

1. **Absolute Percentage Bias (APB):** For a given parameter in the model, APB is the absolute value of the difference between the true parameter value and the mean of the parameter estimates across the 200 simulated datasets – expressed as a percentage of the true parameter value.

2. **Asymptotic Standard Error (ASE):** ASE for a given parameter is the mean (across the 200 simulated datasets) of the standard errors of the parameter’s estimated values.

3. **Finite Sample Standard Error (FSSE):** FSSE for a given parameter is the standard deviation of the parameter’s estimated values across the 200 datasets.

Table 1 presents the above evaluation metrics for different models estimated in this study. The true parameter values used for simulating the data are shown in the second column of the table. The next set of columns, under the title “ICSV-RC model parameter estimates”, shows the parameter recovery metrics for the proposed ICSV-RC model. As can be observed from these columns, the parameters of both the travel time model and the mode choice model are recovered accurately (i.e., with low APB) and precisely (i.e., with low standard errors). In addition, the closeness of the FSSE and ASE values suggests that the estimator of the standard error serves as a good approximation to the finite sample efficiency for the sample size considered in the study. Further, it is worth noting from Table 1 that the APB values of the ICSV-RC model are lower than those of all other models – ICSV, ML-RC, and MNL models. Furthermore, although not reported in the table, in most of the 200 datasets, the data fit of the mode choice component of the ICSV-RC model was statistically superior (as tested by the log-likelihood ratio test) to that of other models that ignore either the randomness in travel time (ML-RC model), or randomness in the
coefficient of travel time (ICSV model), or both sources of stochasticity (MNL). These results highlight the importance of incorporating stochasticity in explanatory variables and the coefficients on such variables. Ignoring any of these two sources of variability, when present, can potentially lead to inferior parameter recovery and inferior model fit.

Next, we turn to the direction of bias in the parameter estimates for the ML-RC model that ignores travel time variability when compared to the ICSV-RC model that incorporates travel time variability. In Table 1, the column titled “t-stat. for $H_0: \hat{\beta}_{ICSV-RC} = \hat{\beta}_{ML-RC}$” presents the t-test statistics for the null hypothesis that the magnitude of the parameter estimates from the ICSV-RC model are statistically the same as those from the ML-RC model. As can be observed from the parameter estimates of the two models (ICSV-RC and ML-RC) and the t-test statistics, both the estimated mean and standard deviation of the coefficient on travel time are biased towards zero in the ML-RC model. Further, the other parameters in the mode choice utility functions also demonstrate a similar trend – a bias towards zero – in the ML-RC model when compared to models that incorporate both travel time variability and random coefficient on travel time. These results are in line with the discussion in Section 3 on the repercussions of ignoring stochasticity in explanatory variables. In addition, the parameter estimates in the mode choice component of the ICSV model are also biased towards zero when compared to those in the choice component of the ICSV-RC model. The bias increases further in the MNL model that ignores both sources of variability – stochastic variables and random coefficients on those variables. These results highlight the importance of incorporating both sources of variability, ignoring either of which would result in parameter estimates with a systematic bias toward zero.

Finally, during the estimation of the ICSV-RC model on each of the 200 datasets, we explored different sets of starting values for the parameters. For each dataset, the ICSV-RC model converged to the same maximum likelihood parameter estimates regardless of the starting parameter values employed in estimation. This pattern indicates that the proposed ICSV-RC model did not encounter a flat likelihood surface at the maximum likelihood values of the parameters. This observation, and that the ICSV-RC model provided a better fit and lower APB than other models, indicates that the ICSV-RC model can be used to simultaneously identify stochasticity in alternative attributes and random heterogeneity in response to those attributes – conditional on the availability of data on attribute measurements and traveller choices.
Table 1 Simulation evaluation results for the mode choice setting

<table>
<thead>
<tr>
<th></th>
<th>True value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ICSV-RC model parameter estimates</td>
</tr>
<tr>
<td></td>
<td>Mean APB FSSE ASE</td>
</tr>
<tr>
<td>---------------------</td>
<td>------------</td>
</tr>
<tr>
<td><strong>Bus travel time model</strong></td>
<td></td>
</tr>
<tr>
<td>Mean inverse speed $\theta_b$</td>
<td>1.50</td>
</tr>
<tr>
<td>SD of $\theta_b$</td>
<td>0.15</td>
</tr>
<tr>
<td>SD of measurement error</td>
<td>0.95</td>
</tr>
<tr>
<td><strong>Mean APB, FSSE, ASE</strong></td>
<td>--</td>
</tr>
</tbody>
</table>

| **Mode choice model** |                      |             |             |             |
| ASC for transit | -0.56 | -0.53 5.4 0.066 0.069 | -0.61 8.9 0.056 0.067 0.83 | -0.22 60.0 0.053 0.057 2.89 | -0.24 56.9 0.053 0.056 |
| ASC for walk | 1.56 | 1.47 5.9 0.120 0.114 | 1.17 24.8 0.093 0.096 2.02 | 1.02 34.6 0.097 0.095 3.03 | 0.96 38.2 0.090 0.092 |
| Mean of travel time coefficient $\gamma_{TT}$ | -1.00 | -0.91 8.9 0.048 0.045 | -0.76 23.5 0.032 0.028 2.85 | -0.67 32.7 0.029 0.028 4.58 | -0.61 38.9 0.020 0.019 |
| SD of $\gamma_{TT}$ | 0.19 | 0.19 5.0 0.020 0.016 | -- -- -- -- -- | 0.09 50.2 0.016 0.014 4.69 | -- -- -- -- -- |
| Cost coefficient ($\beta_C$) | -0.25 | -0.23 6.1 0.013 0.014 | -0.21 15.5 0.011 0.011 1.15 | -0.19 25.6 0.009 0.009 2.38 | -0.17 31.3 0.009 0.008 |
| **Mean APB, FSSE, ASE** | -- | -- 7.0 0.053 0.051 | -- 18.2 0.048 0.050 -- | -- 40.6 0.041 0.041 -- | -- 41.3 0.043 0.044 |
5 EMPIRICAL ANALYSIS

In this section, we present an empirical analysis for a joint analysis of route-level travel time and route choice while considering both stochasticity in network travel times and random heterogeneity in sensitivity to travel time. This empirical analysis is focused more on corroborating the findings from the earlier sections than on the substantive aspect of route choice analysis itself.

5.1 Empirical data

The main source of empirical data for this analysis, provided by the American Transportation Research Institute (ATRI) is a large truck-GPS dataset of about 96 million GPS traces in the state of Florida, USA (Pinjari et al., 2015). The raw data were first converted into a database of truck trips by Thakur et al. (2015) using GPS-to-trip conversion algorithms. For these trips, the travelled routes were not readily observable in the form of network links and nodes traversed between the OD locations. The raw GPS data was map-matched to the roadway network to derive the travelled routes using a high-resolution roadway network obtained from the Florida Department of Transportation (FDOT) (Tahlyan et al., 2017). Such truck route choice data were generated for a total of 8211 truck trips in the state of Florida.

For all the 8211 trucks trips used in this study, route choice sets were generated by Tahlyan and Pinjari (2020) using the Breadth First Search-Link Elimination (BFS-LE) algorithm proposed by Rieser-Schüssler et al. (2013). For each trip, the BFS-LE algorithm was run to generate up to 16 unique route choice alternatives. For some of these trips, the chosen route was included as an additional choice alternative since the choice set did not include the chosen route completely. Next, for all route alternatives of each of the 8211 truck trips, route attributes such as the total route length, lengths on different types of roads, number of intersections, and the proportion of toll road length were derived. In addition, to account for the degree of overlap of a route with other routes in the choice set for that same OD pair, a path-size attribute (Ben-Akiva and Bierlaire, 1999) was

---

5 The BFS-LE is a deterministic link elimination approach based on a repeated least cost path search, where links on the current shortest path are eliminated, one by one, to find subsequent least cost paths. Hence, it is well-suited for extracting routes from large-scale, high-resolution networks. The primary difference between this algorithm when compared against other link-elimination approaches is that it uses a tree structure in which each node is a network. Starting initially with the original network (which is the root node of the tree), any unique network obtained after the elimination of a link from a current least cost path is a node of the tree, given that the network offers at least one feasible route for the OD pair under consideration.
computed, where a greater path-size value indicates a smaller extent of overlap and a path-size value of one indicates no overlap.\textsuperscript{6}

The same GPS data were used to extract measurements of travel times for each of the 8211 chosen routes. Among the chosen routes, the number of available travel time measurements varied from one to as many as ten or more, although more than 70\% of the chosen routes had only one or two measurements. Non-chosen route alternatives did not have travel time measurements.\textsuperscript{7}

5.2 Empirical results and findings

Table 2 presents the parameter estimates for the empirical route choice models estimated in this study – ICSV-RC, ICSV, ML-RC, and ML-EC. In all these models, we included error components to consider correlations among route-specific utility functions due to unobserved factors. Due to the importance of such error correlations in route choice settings, we did not consider a simple MNL model for this analysis. Next, we briefly discuss the empirical results from the ICSV-RC model and compare them with those of other models to evaluate the importance of accommodating both sources of stochasticity discussed earlier.

5.2.1 Empirical results from the ICSV-RC model

The columns in Table 2 under the title “ICSV-RC model” presents the parameter estimates for the proposed ICSV-RC model where both the travel time and its coefficient are specified as random. In this model, the random coefficients in the stochastic travel time function (Equation (3)) were specified as normally distributed. Other distributional assumptions could be made in this regard, such as a truncated normal or a shifted lognormal; however, we used the normal distribution specification as an initial effort to disentangle variability in travel time from that in its coefficient (which is also assumed to be normally distributed).

\textsuperscript{6}The path-size variable for a route $i$ is defined as: $PS_i = \sum_{a \in I_i} \left( \frac{l_a}{L_i} \right) \frac{1}{\sum_{j \in C_n} \delta_{aj}}$, where $I_i$ is the set of all links in path/route $i$ between the OD pair $n$, $l_a$ is the length of link $a$, $L_i$ is the length of path $i$, $C_n$ is the choice set of route alternatives between the OD pair $n$, $\delta_{aj}$ is equal to 1 if a route $j \in C_n$ uses link $a$ and 0 otherwise.

\textsuperscript{7}The same empirical dataset was used by Biswas et al. (2019) for estimating an ICSV model of truck route choice and route-level travel time. However, in that paper, there is no recognition that the ICSV framework can be extended to the ICSV-RC framework to simultaneously identify both travel time variability and random heterogeneity in response to travel time. Also, there is no discussion of the nature of bias in parameters when either of these sources of stochasticity is ignored. Besides, the ICSV formulation of Biswas et al. (2019) is based on a multinomial probit kernel for the route choice model, which is not easy to use when both travel time and the coefficient on travel time in the model are stochastic. In this paper, we use the logit-based kernel for the route choice component, which makes it easier to consider both stochastic travel time and a random coefficient on it in an ICSV-RC framework.
Table 2 Empirical results for the route choice setting

<table>
<thead>
<tr>
<th>Parameter estimates</th>
<th>Std. error</th>
<th>Parameter estimates</th>
<th>Std. error</th>
<th>t-stat for $H_0$: $\hat{\beta}<em>{ICSV-RC} = \hat{\beta}</em>{ICSV}$</th>
<th>Parameter estimates</th>
<th>Std. error</th>
<th>t-stat for $H_0$: $\hat{\beta}<em>{ICSV-RC} = \hat{\beta}</em>{ML-RC}$</th>
<th>Parameter estimates</th>
<th>Std. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structural eqn. for stochastic travel time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interstate highway length - mean parameter</td>
<td>0.955</td>
<td>0.0017</td>
<td>0.945</td>
<td>0.0017</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Major arterial length - mean parameter</td>
<td>1.284</td>
<td>0.0050</td>
<td>1.322</td>
<td>0.0056</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Minor arterial length - mean parameter</td>
<td>1.599</td>
<td>0.0120</td>
<td>1.709</td>
<td>0.0156</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Collector street length - mean parameter</td>
<td>1.924</td>
<td>0.0199</td>
<td>2.180</td>
<td>0.0267</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Local road length - mean parameter</td>
<td>2.784</td>
<td>0.0398</td>
<td>2.851</td>
<td>0.0458</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Total number of junctions - mean parameter</td>
<td>0.194</td>
<td>0.0148</td>
<td>0.067</td>
<td>0.0155</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Interstate highway length - SD parameter</td>
<td>0.069</td>
<td>0.0006</td>
<td>0.060</td>
<td>0.0006</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Major arterial length - SD parameter</td>
<td>0.212</td>
<td>0.0042</td>
<td>0.235</td>
<td>0.0041</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Minor arterial length - SD parameter</td>
<td>0.510</td>
<td>0.0038</td>
<td>0.573</td>
<td>0.0050</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Collector street length - SD parameter</td>
<td>0.407</td>
<td>0.0153</td>
<td>0.559</td>
<td>0.0176</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Measurement eqn. for travel time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD of measurement error in GPS data</td>
<td>3.603</td>
<td>0.0024</td>
<td>3.597</td>
<td>0.0025</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Route choice utility functions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean of route-level travel time coefficient</td>
<td>-1.243</td>
<td>0.0470</td>
<td>-0.475</td>
<td>0.0090</td>
<td>16.05</td>
<td>-1.072</td>
<td>0.0346</td>
<td>2.94</td>
<td>-0.449</td>
</tr>
<tr>
<td>SD of route-level travel time coefficient</td>
<td>0.871</td>
<td>0.0338</td>
<td>0.000</td>
<td>--</td>
<td>--</td>
<td>0.678</td>
<td>0.0253</td>
<td>4.56</td>
<td>--</td>
</tr>
<tr>
<td>Natural logarithm of path size</td>
<td>-2.340</td>
<td>0.0880</td>
<td>-2.048</td>
<td>0.0597</td>
<td>2.75</td>
<td>-1.119</td>
<td>0.6331</td>
<td>1.91</td>
<td>-1.014</td>
</tr>
<tr>
<td>Proportion of tolled portion on the route</td>
<td>-7.644</td>
<td>1.0444</td>
<td>-7.214</td>
<td>0.7804</td>
<td>0.33</td>
<td>-5.245</td>
<td>0.0640</td>
<td>2.29</td>
<td>-3.637</td>
</tr>
<tr>
<td>Error components in utility functions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD of error component on square root of route length on interstate 75 in Florida</td>
<td>5.558</td>
<td>0.2522</td>
<td>2.945</td>
<td>0.1196</td>
<td>9.35</td>
<td>4.257</td>
<td>0.2172</td>
<td>3.91</td>
<td>2.994</td>
</tr>
<tr>
<td>SD of error component on square root of route length on Polk Parkway in Florida</td>
<td>3.403</td>
<td>0.2813</td>
<td>2.724</td>
<td>0.2548</td>
<td>1.79</td>
<td>3.127</td>
<td>0.3568</td>
<td>0.61</td>
<td>2.386</td>
</tr>
</tbody>
</table>
As can be observed from the parameter estimates of the stochastic travel time equation, the estimates for mean inverse speeds (in minutes per mile) and the corresponding standard deviations are in increasing order from interstates to local roads. This is intuitive given that interstates figure at the top in the hierarchy of functional classification of roadways. Further, the probability of zero or negative values of the mean inverse speeds is zero for all practical purposes (less than $8.6 \times 10^{-3}$ for minor arterials and of the order of $10^{-6}$ or lesser for other roadway functional classes). The value of mean junction-crossing time at turns (0.194 minutes per turn) also turned out to be statistically significant.

As discussed in Section 2, the measurement equation for the travel time model includes a measurement error term. The standard deviation estimate in the measurement equation for travel time suggests a significant error in the measurement or extraction of travel time using GPS data.

Moving on to the route-choice model component, it is notable that in addition to allowing the estimation of random coefficients in the stochastic travel time equation (i.e., stochasticity in travel time), the model allows the estimation of a random coefficient on travel time in its route choice utility component. Specifically, the mean and standard deviation parameter estimates of $\gamma_{TT^*}$ (see the coefficient on route-level travel time distribution and its standard deviation in Table 2) are statistically significant and reasonable, with more than 92% of the population having a negative value for $\gamma_{TT^*}$.

In the remainder of the route choice utility function, the coefficient for the natural logarithm of path size has a negative sign, which is expected because routes with higher overlap would each have a lower probability of being chosen than the probability of all of them being chosen. Further, the coefficient on the proportion of tolled roads on a route is negative, indicating lower utilities for routes having greater proportions of tolled lengths, *ceteris paribus*. In addition, the error components specified in the utility functions to capture inter-route correlations are statistically significant.

5.2.2 Empirical results from the ICSV model

Now, we turn to the set of parameter estimates for the ICSV model in Table 2, where the travel time coefficient was estimated as a fixed parameter. The parameter estimates for the choice model component in this model demonstrate a bias towards zero when compared to those in the ICSV-
That is, as discussed in Section 3, ignoring randomness in the coefficient on the stochastic travel time leads to biased (toward zero) parameter estimates in the choice model.

5.2.3 Empirical results from mixed logit models

Next, let us examine the results for the ML-RC model, which ignores the stochasticity in travel time. As can be observed from Table 2, the ML-RC route choice model parameter estimates for the mean and standard deviation coefficients on route-level travel time are biased toward zero when compared to the corresponding coefficients from the ICSV-RC. This finding, once again, corroborates our claims from Section 3. In particular, the statistically significant underestimation of the two primary model parameters under scrutiny (the mean and standard deviation of the coefficient on travel time) when travel time stochasticity is ignored highlights the drawbacks of using conventional mixed logit models in settings that involve random variables such as travel time as well as randomness in the sensitivity to such variables.

The ML-EC model’s coefficient on route-level travel time also shows a bias toward zero. Since this model ignores both sources of variability, the bias in its parameter estimates is greater than that in the ICSV model or the ML-RC model.

5.2.4 Goodness-of-fit in estimation and validation samples

To assess the goodness-of-fit of the various empirical models estimated in this study, we conducted a five-fold validation. That is, from the full dataset of 8,211 trips available for the empirical study, we randomly drew five estimation samples of 6,453 trips and estimated all the above-discussed models. For each of the five estimation samples of 6,453 trips, the remaining 1,758 trips were kept aside for validation purposes. Subsequently, we computed the goodness-of-fit metrics shown in Table 3 for all five sets of estimation and validation samples (for each set of estimation and validation samples, the parameter estimates from the corresponding estimation sample were used). These metrics include log-likelihood at convergence for the integrated models, log-likelihood at convergence for only the route choice model component, Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) values for the route choice model component, and adjusted McFadden’s Rho-square for the route choice model component. Average values of these metrics (averaged across the five sample datasets) are reported in Table 3 – separately for the estimation samples (in the first set of rows) and the validation samples (in the second set of rows).
As can be observed from the table, the choice model component of the ICSV-RC model provides the best goodness-of-fit measures, followed by that of the ICSV, the ML-RC, and the ML-EC (in that order). The same trend can be observed in both estimation and validation samples. It is an expected result that the ICSV-RC that incorporates stochastic travel time and a random coefficient on travel time will provide a better fit than other models that ignore one or both sources of variability.

Table 3 Goodness-of-fit metrics in estimation and validation samples

<table>
<thead>
<tr>
<th>Goodness-of-fit measures in estimation samples</th>
<th>ICSV-RC model</th>
<th>ICSV model</th>
<th>ML-RC model</th>
<th>ML-EC Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-likelihood at convergence</td>
<td>-2,15,846.07</td>
<td>-2,16,424.19</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Log-likelihood of route choice component (LL_b)</td>
<td>-6,464.24</td>
<td>-6,935.97</td>
<td>-6,554.99</td>
<td>-7,178.41</td>
</tr>
<tr>
<td>No. of parameters estimated in the choice model (k)</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>AIC for choice model component = -2 (LL_b) + 2k</td>
<td>12,960.47</td>
<td>13,901.93</td>
<td>13,121.97</td>
<td>14,366.81</td>
</tr>
<tr>
<td>BIC for choice model component = k ln (n) - 2 (LL_b)</td>
<td>13,068.82</td>
<td>14,003.52</td>
<td>13,162.61</td>
<td>14,400.67</td>
</tr>
<tr>
<td>McFadden’s Rho-square for the choice model</td>
<td>0.597</td>
<td>0.568</td>
<td>0.592</td>
<td>0.553</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Goodness-of-fit measures in validation samples</th>
<th>ICSV-RC model</th>
<th>ICSV model</th>
<th>ML-RC model</th>
<th>ML-EC Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-likelihood at convergence</td>
<td>-62,750.10</td>
<td>-62,889.24</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Log-likelihood of route choice component (LL_b)</td>
<td>-1,687.70</td>
<td>-1,835.08</td>
<td>-1,701.32</td>
<td>-1,896.91</td>
</tr>
<tr>
<td>No. of parameters estimated in the choice model (k)</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>AIC for choice model component = -2 (LL_b) + 2k</td>
<td>3,407.39</td>
<td>3,711.89</td>
<td>3,414.65</td>
<td>3,803.82</td>
</tr>
<tr>
<td>BIC for choice model component = k ln (n) - 2 (LL_b)</td>
<td>3,494.95</td>
<td>3,752.60</td>
<td>3,447.48</td>
<td>3,825.78</td>
</tr>
<tr>
<td>McFadden’s Rho-square for the choice model</td>
<td>0.617</td>
<td>0.583</td>
<td>0.614</td>
<td>0.569</td>
</tr>
</tbody>
</table>

6 SUMMARY AND CONCLUSIONS

In this study, we formulate a choice modelling framework that allows the analyst to simultaneously accommodate stochasticity in explanatory variables and random coefficients on such variables. Specifically, we develop an integrated choice and stochastic variable modelling framework with random coefficients (i.e., an ICSV-RC framework) to disentangle travel time variability from unobserved heterogeneity in response to travel time in travel choice models. The proposed ICSV-RC model allows the simultaneous identification of both the sources of variability – stochastic explanatory variables and random coefficients on those variables – due to its ability to bring together travel choice data and measurement data for the stochastic variables. In addition, we show that ignoring either source of stochasticity – stochasticity in alternative attributes or heterogeneity
in response to the attributes – results in models with inferior goodness-of-fit and a systematic bias toward zero in all parameter estimates. We demonstrate this using simulation experiments for two different travel choice settings – one involving labelled mode choice alternatives and the other involving unlabelled route choice alternatives. Furthermore, we applied the proposed ICSV-RC model to an empirical analysis of truck route choice in Florida, USA. The integrated model was found to successfully disentangle stochasticity in route-level travel time from heterogeneity in response to travel time. Simpler versions of the model that ignore either stochasticity in travel time or impose a deterministic coefficient on travel time had inferior goodness-of-fit and showed a bias toward zero in the parameter estimates. These results highlight the importance of accounting for both sources of variability.

The methodology proposed in this paper overcomes the limitation of mixed logit/probit models used to accommodate random coefficients on deterministic explanatory variables and the limitation of ICLV models used to accommodate latent (stochastic) variables with deterministic coefficients. It has hitherto been believed that identification of both these sources of variability – stochastic attributes and random coefficients on those attributes – is very difficult, if not impossible (Diaz et al., 2015). Going forward, we hope that the proposed method will help increase the simultaneous recognition of stochastic variables and random coefficients in choice models.

Some limitations of this study offer scope for further research. First, we used the normal distributional assumption for travel time as a first step to address the core idea that the paper puts forth – the identification of the two sources of variability. The authors recognize that a normal (or truncated normal) distribution for travel time would imply, for a given distance, a reciprocal normal (reciprocal of truncated normal) distribution for travel speed, which leads to theoretically undefined mean and variance parameters. Therefore, it is important to explore alternative distributional forms for the stochastic travel time variable. Second, we used the maximum simulated likelihood estimation method in this study. The estimation time for each dataset was about two hours on a workstation-grade computer. The exploration of alternative estimation methods for the proposed model is a fruitful research avenue. Finally, the current study focuses on the stochasticity of alternative attributes, which vary across choice alternatives. It will be useful to explore avenues to identify stochasticity of choice environment variables that do not vary across choice alternatives. A recent study by Nirmale and Pinjari (2022) is a step forward in this direction.
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APPENDIX A: SIMULATION EVALUATION FOR THE ROUTE CHOICE SETTING
In addition to the mode choice simulation experiments presented in Section 4 of the paper, we conducted a second set of simulation experiments for a route choice setting with unlabelled alternatives. To keep the synthetic data realistic (akin to that from a real road network), we drew data on exogenous variables and choice sets from the empirical route choice data used in Section 5 of the study. The true values of the parameters assumed to simulate the data are taken from the parameter estimates reported for the empirical ICSV-RC model in Table 2. Using these parameters and the exogenous variable data, we generated 200 route choice datasets, each with a sample size of 2000 trips for the proposed ICSV-RC model. For each of the 2000 trips in the 200 datasets, we generated 10 travel time measurements for the simulated chosen route. We assumed that the non-chosen routes would not have travel time measurements.

We estimated all the models discussed in Section 2 on all the 200 simulated datasets and then computed the parameter recovery metrics discussed in Section 4 (i.e., APB, ASE, and FSSE). These metrics are reported in Table A1 below. As can be observed from this table, the trends in overall parameter recovery and bias in parameter estimates are similar to those observed in Section 4 for the mode choice context. These findings thus underscore the need for a model framework such as the ICSV-RC model to accommodate both stochastic variables and random coefficients when compared to the other models typically used in the literature.
Table A1 Simulation evaluation results for the route choice setting

<table>
<thead>
<tr>
<th>Variable description</th>
<th>True value</th>
<th>ICSV-RC model parameter estimates</th>
<th>ICSV model parameter estimates</th>
<th>ML-RC model parameter estimates</th>
<th>ML-EC model parameter estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>APB</td>
<td>FSSE</td>
<td>ASE</td>
</tr>
<tr>
<td>Structural eqn. for stochastic travel time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interstate highway length – mean parameter</td>
<td>0.955</td>
<td>0.955</td>
<td>0.06</td>
<td>0.0034</td>
<td>0.0026</td>
</tr>
<tr>
<td>Major arterial length – mean parameter</td>
<td>1.284</td>
<td>1.284</td>
<td>0.02</td>
<td>0.0172</td>
<td>0.0149</td>
</tr>
<tr>
<td>Minor arterial length – mean parameter</td>
<td>1.599</td>
<td>1.596</td>
<td>0.17</td>
<td>0.0337</td>
<td>0.0238</td>
</tr>
<tr>
<td>Collector street length - mean parameter</td>
<td>1.924</td>
<td>1.919</td>
<td>0.25</td>
<td>0.0475</td>
<td>0.0402</td>
</tr>
<tr>
<td>Local road length - mean parameter</td>
<td>2.784</td>
<td>2.802</td>
<td>0.63</td>
<td>0.1065</td>
<td>0.0919</td>
</tr>
<tr>
<td>Total number of turns - mean parameter</td>
<td>0.194</td>
<td>0.198</td>
<td>2.20</td>
<td>0.0320</td>
<td>0.0271</td>
</tr>
<tr>
<td>Interstate highway length - SD parameter</td>
<td>0.069</td>
<td>0.064</td>
<td>7.85</td>
<td>0.0162</td>
<td>0.0170</td>
</tr>
<tr>
<td>Major arterial length - SD parameter</td>
<td>0.212</td>
<td>0.214</td>
<td>0.99</td>
<td>0.0148</td>
<td>0.0110</td>
</tr>
<tr>
<td>Minor arterial length - SD parameter</td>
<td>0.510</td>
<td>0.521</td>
<td>2.22</td>
<td>0.0293</td>
<td>0.0208</td>
</tr>
<tr>
<td>Collector street length - SD parameter</td>
<td>0.407</td>
<td>0.398</td>
<td>2.13</td>
<td>0.0369</td>
<td>0.0324</td>
</tr>
<tr>
<td>Measurement eqn. for travel time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD of measurement error in GPS data</td>
<td>3.603</td>
<td>3.790</td>
<td>5.19</td>
<td>0.0256</td>
<td>0.0266</td>
</tr>
<tr>
<td>Mean of APB, FSSE, ASE values</td>
<td>--</td>
<td>--</td>
<td>1.97</td>
<td>0.0330</td>
<td>0.0280</td>
</tr>
<tr>
<td>Model (utility functions) for route choice</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient on travel time - mean parameter</td>
<td>-1.243</td>
<td>-1.088</td>
<td>12.50</td>
<td>0.0652</td>
<td>0.0625</td>
</tr>
<tr>
<td>Coefficient on travel time - SD parameter</td>
<td>0.871</td>
<td>0.790</td>
<td>9.31</td>
<td>0.0528</td>
<td>0.0490</td>
</tr>
<tr>
<td>Natural logarithm of path size</td>
<td>-2.340</td>
<td>-1.984</td>
<td>15.23</td>
<td>0.1523</td>
<td>0.1478</td>
</tr>
<tr>
<td>Proportion of tolled portion on the route</td>
<td>-7.644</td>
<td>-6.222</td>
<td>18.60</td>
<td>1.3051</td>
<td>1.3013</td>
</tr>
<tr>
<td>Error components for inter-route correlations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD of error component on square root of route length on interstate 75 in Florida</td>
<td>5.558</td>
<td>4.718</td>
<td>15.10</td>
<td>0.5196</td>
<td>0.3796</td>
</tr>
<tr>
<td>SD of error component on square root of route length on interstate 75 in Florida</td>
<td>3.403</td>
<td>2.972</td>
<td>12.66</td>
<td>0.6399</td>
<td>0.5124</td>
</tr>
<tr>
<td>Mean of APB, FSSE, ASE values</td>
<td>--</td>
<td>--</td>
<td>13.90</td>
<td>0.4560</td>
<td>0.4090</td>
</tr>
</tbody>
</table>
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